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Abstract: All the features in a dataset are not crucial in consideration some are either redundant or irrelevant. An effective 
dimensionality reduction technique is feature selection. It is needed for clustering of web document. The primary relevance of a 
safe network is Intrusion detection system. The is false alarm report of intrusion to the network as well as intrusion detection 
accuracy that happens due to the huge size of network data are problems of these security systems. This paper comes up with a 
new reliable hybrid method for an anomaly network-based IDS using Hybrid Feature selection as well as AdaBoost algorithms. 
They are used to achieve a high detection rate (DR) with low false positive rate (FPR). Hybrid Feature selection algorithm is 
used for feature selection. AdaBoost are used not only to evaluate but also to categories the features. The simulation result on 
NSL-KDD dataset makes sure that this reliable hybrid method has a compelling divergence from other IDS. The accuracy as 
well as detection rate of this method has been improved in comparison with legendary methods. 
Keywords:  Hybrid Feature Selection,  AdaBoost  , Anomaly IDS, Network IDS, Dataset. 

I. INTRODUCTION 
This with the fast growth of information technology as well as network, people can grab more data from the network. The data 
characteristics dimension is becoming more and more. The classification accuracy of the intrusion detection is improved by the 
comprehensive information of the data. The security of network activities highly considered in the computer networks due to 
increase in Internet attacks. all abnormal patterns as well as should be identified by an IDS. It uses monitoring, detecting as well as 
responding to unauthorized activities within the system. The data is categorized into two main classes such as network-based as well 
as host-based. All packets in the network are checked by network-based IDS. This detection system can monitor traffic only on a 
specific part of the network. Host-based IDS is set up on either a local machine or system to collect information about machine host 
activities. In misuse detection method, the detection system tries to identify the patterns similar to patterns which are present in the 
database. It also finds out the known intrusions. In such a scenario, new attacks cannot be detected in the network because of no 
patterns exist in a database [3]. As a result, this method has high-accuracy rate as well as low false alarm rate. The decisions are 
made based on network normal behavior or features in case of anomaly detection method. As shown in Fig. 1, this new approach 
made up of the different main component such as Different attacks selection and definition, Hybrid computer network topology 
design, Anomaly based IDS technique selection, appropriate algorithm selection and definition to improve anomaly network-based 
IDS behavior, Appropriate dataset selection. 

 
Fig. 1  Analysis PhasesPage Layout   
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II. LITERATURE REVIEW 
In this paper [1], an author used The LGP-BA algorithm to perform feature selection as well as to categorize the acquired features 
SVM was used. In this paper [2], an author used SVM to classify normal attacks. He also used BC to enhance performance 
improvements in IDS. In this paper [3], an author applied the combination of not only misuse detection but also anomaly detection 
methods to detect intrusions. In this paper [4], an author utilized K-NN along with K-means algorithms to reduce FPR and FNR. In 
this paper [5], an author introduced an Intrusion Detection Algorithm based on the AdaBoost algorithm. In this paper [6], an author 
utilized The main learning algorithms, SVM, Bayes Naive, and J48, for feature categorization. In this paper [7], an author presented 
a technique based on the Online Sequential Extreme Learning Machine (OS-ELM). In this paper [8], an author presented a multi-
level hybrid intrusion detection model using a combination of K-means, SVM, as well as ELM algorithms.  In this paper [9], an 
author used a multi-objective particle swarm optimization algorithm for feature selection.  In this paper [10], an author proposed an 
SVM-based intrusion detection system with BIRCH algorithm.  In this paper [11], an author applied the maximum and minimum 
algorithm for the selection of feature. In this paper [12], an author cited genetic algorithm in case of feature selection. In this paper 
[13], an author used the method based on rough theory (RST) in case of feature selection. In this paper [14], an author carried on the 
effective feature selection according to the Bayesian network classifiers. In this paper [15], an author used the Fisher to select 
feature. 

III. ANOMALY NETWORK BASED IDS USING PROPOSED APPROACH 
The proposed approach consists of three main phases: preprocessing, feature selection, and classification. Data mining based 
detection is one of the anomaly network based IDS techniques. In the paper, we put forward a hybrid feature selection algorithm 
towards efficient intrusion detection due to the low accuracy, the high false positive rate as well as the long detection time of the 
existing feature selection algorithm. By combining the correlation algorithm and redundancy algorithm this algorithm prefer the 
optimal feature subset. It makes it easy to categorize features related to the learner’s classifier. It minimizes the operation time. It 
boosts not only the classification performance but also accuracy rate. Further, IDS dataset size is huge. It also takes time to classify 
the dataset. It consumes resources and takes a lot of memory to run in case, if a dataset has a lot of items and features. Hybrid 
feature selection for IDS dataset is highly crucial because they often contain a more number of features as well as samples. Hybrid 
Feature selection is one of the stride on classification process of data. Hybrid Feature selection is also called as dimensions 
reduction. It is an option to select a new optimal features subset which represents a set of main features that contain least error in 
learning the classification model. Hybrid Feature selection algorithm is used for selection of features. AdaBoost is hired for feature 
evaluation as well as classification. The proposed approach block diagram is shown in Fig. 2 in details. The dataset should be 
homogenized. For this reason, dataset must be preprocessed. The proposed approach improves the accuracy as well as the speed up 
detection time by using Hybrid Feature selection technique. The primary aim of this approach is to search the terrific aspects in case 
of IDS classification. displays Hybrid Feature selection algorithm shown in . Fig. 2 is used to check out the attributes. They have 
been forwarded to the AdaBoost function which is evaluated by the test dataset. There are various category of AdaBoost algorithm 
have been arranged. The binary classification issues are handled using Standard AdaBoost. so it cannot be applied in case of 
multiclass issues. Intrusion-detection dataset contains multi class. AdaBoost has been used mainly for multi class issues. 

 
Fig. 2 Block Diagram for Proposed Approach 
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A. Algorithm  
ADABOOST Algorithm 
function ADABOOST(examples, LA , KH) returns a weighted-majority hypothesis 
= examples, set of N labeled examples (x1, y1),…,(xN,yN) 
    LA, a learning algorithm 
    KH, the number of hypotheses in the ensemble 
 local variables: w, a vector of N example weights, initially 1 ⁄ N 
        h, a vector of KH hypotheses 
        z, a vector of KH hypothesis weights 
 for k = 1 to KH do 
   h[k] ← LA(examples, w) 
   error ← 0 
   for j = 1 to N do 
     if h[k](xj) ≠ yj then error ← error + w[j] 
   for j = 1 to N do 
     if h[k](xj) = yj then w[j] ← w[j] · error ⁄ (1 − error) 
   w ← NORMALIZE(w) 
   Z[k] ← log(1 − error) ⁄ error 
  return WEIGHTED-MAJORITY(h, z) 

IV.  PROPOSED APPROACH AFFIRMATION 
A. NSL-KDD Dataset 
In order to gauge the adequateness and achievement of the anomaly network-based IDS using proposed approach, it has been done 
the simulation over NSL-KDD dataset. It is modified version of KDD99 dataset. Since there are variety of benchmark for 
performance of IDS. The different criteria such as Detection Rate, False Positive Rate, as well as accuracy. These benchmarks are 
estimated according to four main benchmark which are True Positive (TP), True Negative (TN), False Positive (FP), and False 
Negative (FN) as follows: 
1) True Positive (TP): Implies that when there is an intrusion, an alarm is generated. 
2) False Negative (FN): Implies that when there is an intrusion, but an alarm is not generated. 
3) False Positive (FP): Implies that when there is no intrusion, but an alarm is generated. 
4) True Negative (TN): Implies that when there is no intrusion, an alarm is no generated. 

B. Simulation Outcomes    
This simulation has been done in JAVA. We need specifications T & maxcycle for simulation where T as a number of boosting 
monotony (AdaBoost algorithm) & we set T=230. Also maxcycle as a maximum number of the search procedures & we set 
maxcycle=70. The proposed approach achievement for one scheme (such as normal and attacks) using NSL-KDD has presented as 
following: 
Scheme 1): In this scheme, an antagonist can outbreak the network using different attacks such as  DOS (Denial of Service), R2L 
(Remote to Local), U2R (User to Root), Probe. The operation results of the anomaly network-based IDS proposed approach using 
NSL-KDD dataset for scheme 1 are demonstrated in Table 1. The proposed approach has been accomplished an attacks detection 
and it is displayed in Table 1. A noteworthy point is that the features of discussed attacks are actually similar to normal traffic. The 
identification of these attacks is troublesome. The proposed approach operations for scheme 1 in details are shown in Table 2. 

Table 1 proposed approach outcomes for detecting scheme 1 invasion (part a). 
 Normal DOS R2L U2R Probe 

DR% 99.01 99.96 99.50 99.93 99.91 

FPR 0.017 0.002 0.036 0.025 0.018 

AC% 98.80 99.92 97.94 98.89 99.23 
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Table 2 Proposed Approach Outcomes For Detecting Scheme 1 Invasion (Part B) 
Traffic 
Type 

No. of 
total 
samples 

No. of true 
samples 

No. of 
false 
sample 

Normal 15,226 15,102 76 
Attack 8965 7851 696 
Total 24191 22953 772 

 
The outcomes gained by the proposed approach have been correlated with other mechanisms.  
The comparison outcomes are demonstrated in Table 3. The proposed approach has significant performance boost in all three 
important criteria which is shown in Table 3. 
The Hybrid Feature selection algorithm has been able to prefer the best related features due to the one of the quality to liberate from 
the optimal local area. It result in much better performance is displayed in comparison to other methods too. 

Table 3 Comparing The Proposed Approach With Other Methods 
Classification 
Alorithm 

DR% FPR AC% Feature 
selection  
method 

K-NN + K- 
means 

92.76 0.81 94.03 All 
Feature 

DT 92.300 4.315 93.145 CAT 

SVM 98.01 0.85 NA HG-GA 

AdaBoost 99.76 0.03 99.03 Hybrid 
Feature 
selection 

 
C. Sensitivity Reasoning 
The outcomes of implementation using the proposed approach for DR, AC and FPR criteria are demonstrated in Table 4. According 
to Table 4, it can be shown that amount of T benchmark must be at least managed on 230. When T = 230, it increases by boost in 
DR and AC, but FPR decreases. Also, when maxcycle = 30, the result is improved with increasing T. Since related features directly 
influence classification accuracy. AdaBoost designation motivates error reduction in classification.  

Table 4  Sensitivity Scrutiny By Hybrid Feature Selection & Adaboost 
No. of 
Features 

DR% FPR AC% Benchmarks 

27 99.80 0.019 98.95 T=230, 
maxcycle=70 

25 99.63 0.026 99.01 T=230, 
maxcycle=45 

24 98.91 0.096 95.03 T=230, 
maxcycle=30 

21 99.68 0.050 98.75 T=600, 
maxcycle=30 

18 98.04 0.216 93.06 T=180, 
maxcycle=65 
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V. CONCLUSION 
In this paper, a decent approach for anomaly network-based IDS is recommended. The performance of the proposed model on the 
NSL-KDD dataset evaluated through the simulation. The performance of the IDS is affected by the network traffic datasets. They 
are not only huge but also unbalanced. The conventional data mining algorithms do not properly detect the minority class due to 
imbalance. By avoiding the instance of this class, they try to raise overall accuracy. The right instance of minority class protocols is 
further significant. So in the proposed approach, the AdaBoost algorithm has been applied for unbalanced data according to the 
convenient drawing. The reason for this allegation is the high precision of the proposed approach to categories variety of invasion 
classes. Contrarily, the IDS problems can be optimized using Hybrid Feature selection algorithm. The proposed algorithm has been 
used not only to prefer the best subset of related features to detect network connections but also because of the high ability of these 
algorithms.     
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